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Hidden cameras in sensitive locations have become an increasing threat to personal privacy all over the world. Because the
camera is small and camouflaged, it is difficult to detect the presence of the camera with naked eyes. Existing works on this
subject have either only covered using wireless transmission to detect cameras, or using other methods which are cumbersome
in practical use. In this paper, we introduce a new direction that leverages the unintentional electromagnetic (EM) emanations
of the camera to detect it. We first find that the digital output of the camera’s image sensor will be amplitude-modulated
to the EM emanations of the camera’s clock. Thus, changes in the scope of the camera will directly cause changes in the
camera’s EM emanations, which constitutes a unique characteristic for a hidden camera. Based on this, we propose a novel
camera detection system named CamRadar, which can filter out potential camera EM emanations from numerous EM signals
quickly and achieve accurate hidden camera detection. Benefitting from the camera’s EM emanations, CamRadar will not be
limited by the camera transmission types or the detection angle. Our extensive real-world experiments using CamRadar and
19 hidden cameras show that CamRadar achieves a fast detection (in 16.75s) with a detection rate of 93.23% as well as a low
false positive rate of 3.95%.
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Fig. 1. When the camera’s capturing scene changes, CamRadar can detect the hidden camera leveraging the camera’s EM
emanations.

1 INTRODUCTION
Hidden cameras in sensitive locations have become a growing threat to individual privacy all over the world.
There have been reports of hidden cameras in motels [43], bathrooms [46], and offices [8]. Criminals have been
found to use hidden cameras to record victims in varying state of undress [34], to capture personal activities [57],
and to steal the victim’s PIN on debit cards [31]. In South Korea alone, more than 30,000 cases of illegal hidden
cameras use were reported to the police between 2013 and 2018 [7]. The threat posed by hidden cameras has
attracted great attention from individuals and the government. For example, Chinese authorities have refreshed
its crackdown on spy cameras in 2021 [5]. The great threat of hidden cameras has caused a great desire for camera
detection approaches. However, due to the small size and the camouflaging capabilities of hidden cameras, which
can be disguised as smoke detectors, clocks, or even notebooks [54], even if people think some objects or areas
are suspicious, it is difficult to find cameras with naked eyes.

To deal with the threat of hidden cameras, various academic works have been proposed. Most of them detect
cameras by analyzing the WiFi traffic of the camera [12, 26, 35, 41, 53, 64]. However, these techniques are limited
to WiFi cameras that are streaming videos wirelessly. In practice, a hidden camera can store videos locally into
a secure digital (SD) card or use wired connections. These cameras are common and can be easily purchased
online [3]. Another category of work has conducted in-depth research on lens reflection [28, 36, 37]. These
reflection-based methods typically use high-precision laser arrays to recognize the unique reflection pattern of
the camera lens. However, those methods require expensive laboratory equipment which is unavailable to the
general public. A state-of-the-art work [48] utilizes a commodity smartphone’s time-of-flight sensor to detect the
reflection. However, it is still constrained by the detection angle with a cumbersome use process and a high false
positive rate (16.7%).

In this paper, we introduce a new direction to address the problem of hidden camera detection. Specifically, we
leverage the unintentional electromagnetic (EM) emanations of the camera to detect it and propose a novel camera
detection system named CamRadar (shown in Fig. 1). EM emanations have been found to carry information about
the device activities. Typical devices that contain well-analyzed EM emanations include displays, keyboards,
and computer memories. Plenty of work uses these devices’ EM emanations to restore display images, to infer
keystrokes, or to detect malwares [29, 30, 33]. Following this line of thought, for the first time, we explore
the EM emanations of the hidden cameras. Our key insight is that the digital output of a camera image sensor
will be amplitude-modulated (AM-modulated) to the EM emanations of the camera’s clock. As the image sensor’s
output directly shows what the camera has captured, the camera’s EM emanation will also contain information
about the scene the camera is facing. Therefore, based on the insight, we could determine if a hidden camera
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exists by checking if there are EM emanations that meet the camera leakage characteristics. As the camera EM
emanations have nothing to do with how the camera transmits videos, CamRadar could detect cameras regardless
of their transmission types. Thus, cameras that store video locally are also detectable. Besides, CamRadar has
few limitations on the detection angle, its detection pipeline is automatic and has well-designed algorithms that
ensure fast detection. Thus, the user could put CamRadar near suspicious locations and easily check if a hidden
camera exists. All of these make CamRadar a practical solution to hidden camera detection.
Identifying hidden cameras via camera EM emanation characteristics is promising yet challenging as we are

targeting an unknown camera, whose EM emanations may come up anywhere in the EM spectrum. Overall,
CamRadar mainly tackles three specific challenges: (1) In the actual scene without EM shielding, the EM spectrum
will be very noisy as various wireless communication signals exist. Therefore, it is critical for CamRadar to first
identify the possible EM emanations from the electronic devices and eliminate other noises. (2) An EM leakage
source (e.g., clock) will typically produce multiple harmonics. Besides, an electronic device may have multiple
EM leakage sources, let alone there may exist multiple electronic devices in the environment. This means that
CamRadar will have to filter out a significant amount of EM emanations from other electronic devices and detect
the malicious camera’s EM emanations. Therefore, CamRadar requires a fast screening mechanism to eliminate
most of the non-camera EM emanations. (3) There could be some electronic devices (e.g., display) that have quite
similar EM emanations as the camera. How to quickly and accurately distinguish the screened EM emanations of
cameras from other similar devices is also a big challenge.
To overcome the challenges, CamRadar takes advantage of the characteristics of camera leakage. It first uses

the frequency domain characteristics to eliminate noises from environmental wireless transmissions and identify
EM emanations from electronic devices. Then CamRadar employs a fast adaptive spectrum analysis to identify
the best camera-like AM-modulated frequency spikes. Finally, CamRadar leverages a scheme that uses light to
stimulate the camera while analyzing the changes in the camera leakage signal to accurately determine whether
there is a camera. We implement the prototype of CamRadar with a USRP B210 [42] and conduct extensive
experiments to evaluate it. CamRadar can complete the detection of a suspicious object in 16.75s and achieves
an overall detection rate of 93.23%, 87.21%, 78.95%, and 70.68% at the distance of 10cm, 20cm, 30cm, and 40cm
respectively. Furthermore, CamRadar achieves a low false positive rate of 3.95% on average across all distances in
extreme test conditions. Our contributions can be summarized as below:
• We discover that the digital output of the camera’s image sensor will be AM-modulated to the camera’s clock
leakages. The characteristics of this EM emanation can be used to detect hidden cameras.
• We propose a novel system (CamRadar) that could screen potential EM emanations from the camera’s clock
and accurately examine whether a hidden camera exists.
• We implement the prototype of CamRadar using a portable software-defined radio device and conduct extensive
real-world experiments on 19 commercial small cameras.

2 BACKGROUND

2.1 EM Emanations
As derived from Maxwell’s equations, EM waves can be created by varying electric currents over time. Based on
the principle, modern wireless communication systems use oscillating currents to generate well-designed EM
waves over the air for communication. Meanwhile, it is a well-documented fact that electronic devices generate
EM radiation on unintended frequencies as a side effect of their internal operations [49]. The unintentionally
generated EM emanations may theoretically be anywhere in the EM spectrum. Because of the high integration
and complexity of the circuitry, the sources of EM emanations are hard to find. Nevertheless, a few of them are
typical and well-known due to their periodic activities like clocking, DRAM refreshing, and display refreshing.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 6, No. 4, Article 173. Publication date: December 2022.



173:4 • Liu et al.

Fig. 2. Typical layout of a camera. Fig. 3. Progressive scanning of generating a raw
video frame and the corresponding video signal.

Interestingly, it has been found that unintentional EM emanations could carry information about the device’s
activities. The EM emanations may be AM-modulated or frequency-modulated by the activities [44], which could
provide insights for attackers to obtain valuable information. Typical research targets of existing work include
leaks of displays, memory, USB, wireless modules, etc. For example, the AM-modulated signals from displays
have been used to recover the screen pictures [33, 38]. In this work, we target cameras and study the information
carried on their EM emanations.

2.2 Camera Basics
Hidden cameras. There are increasing reports about hidden cameras [8, 43, 46] in recent years. The inconspicu-
ous tiny cameras hidden in hotels, rental houses, and other public spaces have raised people’s concern about
security and privacy. Hidden cameras are typically quite small. They can capture scenes through a pinhole and
can be disguised as common items in daily life like a smoke detector, a clock, a power socket, and a notebook [54].
These disguises make it hard to find hidden cameras with naked eyes. Even if one suspects there may be hidden
cameras in some items, it is hard to check as the items typically look normal from the outside, and taking them
apart for inspection could be laborious and even inappropriate in most cases, especially in public rooms. A hidden
camera can be wired or wireless, depending on how it transmits the images. A wired camera may be connected
by a cable to a monitor or a recording device like an SD card. Whereas a wireless camera can transmit real-time
scenes remotely with the aid of wireless communication (e.g., WiFi and 4G/5G).
Working pipeline of cameras. Fig. 2 shows the typical hardware components inside a camera. The CCD/CMOS
image sensor receives light that is focused through a lens or other optics and performs the function of converting
light to digital signals. Depending on the type of the image sensor, the photons are first converted to electrons,
then to a voltage (CCD sensor) or a digital value (CMOS sensor) with the help of the analog to digital converter
(ADC). CCD sensor’s output voltage will also be immediately converted to a digital signal through an ADC. The
generated digital values after the image sensor constitute raw video frames. The raw video frames are transmitted
through the sensor interface to a camera system on chip (SoC). The SoC typically has an MCU, an oscillator that
provides clock signals, and an image signal processor (ISP) that performs necessary steps like demosaicing and
denoising to get clear images. Finally, the raw video frames after processing become the images we usually see
and are transmitted through the I/O interface. The user may store the images into an SD card or watch online
streaming via wireless transmission.
Raw video frames. As mentioned before, the camera image sensor will produce a raw video frame. The frame
is generated by scanning each pixel of the image sensor. As shown in Fig. 3, current digital cameras typically use
progressive scanning to generate pictures. In the progressive scanning mode, each line is scanned in a linear
manner, i.e., line 1, then line 2, line 3, and so forth. As is typical in video applications, blanking or synchronization
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Fig. 4. The power spectra before and after a camera is turned on.

intervals are inserted between successive lines and frames during the readout process [15, 39]. The intervals are
line blanking period and frame blanking period in Fig. 3. Thus, when each raw video frame is transmitted via the
camera sensor interface, blanking intervals could be seen between the line signals and frame signals.

3 THREAT MODEL
We consider a scenario where an adversary has already put a small hidden camera inside a room. The camera
could record the victim’s activities secretly, which is a complete violation of privacy. To keep secret and avoid
being found, the hidden camera is placed somewhere that the victim usually is hard to notice. For example, the
camera may be hidden in a power socket or a smoke detector [54]. What is worse, even if the victim is aware
of some suspicious objects that may hide cameras, it is hard for he/she to make sure if there truly is a hidden
camera because the hidden camera typically has a small lens that is hard to detect with untrained eyes.
Different from those wireless camera detection works [26, 53], we do not make any restriction on how the

hidden camera transmits the recorded video to the adversary. The hidden camera can transmit the video wirelessly
or store the video locally (e.g., use an SD card) and the adversary may manually take the video away after the
victim leaves. One assumption made in this research is that the camera will continuously record and cannot be
turned off intentionally to avoid being detected. The assumption is based on the fact that for wired cameras, the
adversary cannot control wired cameras wirelessly, and for wireless cameras, it is unlikely that the adversary
will always maintain real-time surveillance of the victim.

4 CHARACTERIZING CAMERA’S EM EMANATIONS
To detect hidden cameras regardless of their transmission types, we consider the issue from a new perspective,
i.e., the camera’s EM emanations. Our insight is that the output of the image sensors will be leaked with the aid of
the camera’s EM emanations. Specifically, the generated raw video frames from the sensor will be AM-modulated
on the EM emanations of the camera’s clock. Therefore, we can detect the camera leveraging the AM-modulated
emanations from the camera. We conduct a series of preliminary experiments to verify our insight into the
camera’s EM emanations.
Setup.We use three commercial small cameras and a FLIR USB camera (Grasshopper3 GS3-U3-41S4C) as the
testing targets. These commercial small cameras are capable of transmitting recorded videos via WiFi and storing
them into the local SD cards. In addition, a USRP connected to an amplifier and an antenna is used to collect EM
emanations for analysis.
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(a) 4fps

(b) 10fps

Fig. 5. AM-demodulated signal when the FLIR
camera’s frame rate is set to 4fps and 10fps.

(a) Voltage on the camera’s sensor interface

(b) AM-demodulated EM signal of a camera

Fig. 6. Comparison between the voltage and EM ema-
nation of a camera.

4.1 Spectrum Pattern
We first inspect the frequency domain to explore the EM emanations from the working cameras. We turn those
cameras on and off with the antenna 15cm from them and inspect the EM spectrum manually. As a result, some
new frequency spikes will show up when the camera is turned on, which are the harmonics of the camera’s clock
frequency. The variation of the power spectrum after a camera starts working is shown in Fig. 4 as an example.
We can see there are some new frequency spikes when the camera is turned on (marked with red lines), these
frequency spikes are distributed at an equal distance (about 24MHz) over the spectrum, which are the harmonics
of the clock frequency.

However, the mere discovery of these EM emanations from a camera’s clock is insufficient for determining the
existence of a camera. In fact, clocks are typical sources of EM emanations and have been well studied in various
works [24, 51]. Plenty of electronic devices could have similar EM emanations. Thus, we will conduct further
analysis from the time domain in the next section.

4.2 AM Modulation of Sensor Images
We conduct a series of experiments on the time domain to explore the relevance between the camera sensor
images and the EM emanation and to verify that the images are AM-modulated to the EM emanations of the
clock. We use the USRP to collect data at one frequency spike of the EM emanation (e.g., the red frequency spikes
shown in Fig. 4) with a sampling rate of 500KHz and analyze the amplitude of the signal, i.e., we AM-demodulate
the signal so that we can see what information has been carried on the camera’s EM emanation. A typical
time-domain signal of the EM emanation can be found in Fig. 5, which has a rectangular wave envelope. In fact,
all of the tested cameras have similar signals with varying degrees of amplitude, duty cycle, and frequency. We
explore the characteristics of the demodulated signal step-by-step from three aspects: the relevance to the camera
frame rate, the relevance to the voltage on the camera sensor interface, and the relevance to the capturing scenes.
To eliminate the impact of the camera’s transmission type and create a baseline, we neither put an SD card into
the camera slot nor connect to the camera wirelessly.
Relevance to the camera frame rate. We first test those four cameras and observe that the frequencies of
their AM-demodulated EM emanations range from 10 to 25 and are close to their frame rates. Then we test the
FLIR camera in depth as it is capable of adjusting fine parameters, such as the frame rate.We adjust the camera’s
frame rate and inspect the variation of the camera’s time-domain signal (Fig. 5). We can see the frequency of
the time-domain signal’s envelope always varies accordingly to the camera’s frame rate. Therefore, it is quite
probable that the demodulated signal is relevant to the camera sensor image.
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(a) Camera 1; Light off (b) Camera 1; Light on

(c) Camera 2; Light off (d) Camera 2; Light on

Fig. 7. EM emanation variations to the light. Fig. 8. Workflow of CamRadar.

As the FLIR camera is a USB camera, and USB has been found to have EM emanations [23], one may argue
that the measured EM signals here could come from the USB transmission. To disprove this claim, we collect
EM signals close to the USB transmission line and far away from the camera. We find the quality of the neat
rectangular wave shape time-domain signal drops quickly. Furthermore, the frequencies of the carrier signals
are related to the camera’s pixel clock frequency and are not the leaky frequencies of the USB transmission.
Therefore, we can overturn the possibility of the USB EM emanations and conclude that the time-domain signals
of the collected EM emanations have a strong correspondence with the sensor images.
Relevance to the voltage on the camera sensor interface. To further verify the relationship between the
demodulated signal and the sensor image, we dive into the sensor interface circuits of the cameras. We use an
oscilloscope to measure the voltage on the data line of the camera’s sensor interface. The measurement result of
a camera is shown in Fig. 6a as an example. We can see the camera sensor’s outputs are grouped into frames and
blanking intervals are inserted between frames. If we zoom in on the time axis, we could also see each line of
a frame (less than 20𝜇𝑠) and the line blanking intervals. More importantly, comparing the demodulated signal
of the EM emanation (Fig. 6b) with the measured voltage, we can see they show great similarity: they have the
same period and even similar duty cycles. However, the blanking intervals between each line of a frame cannot
be resolved in EM leakage as our sampling rate is not enough. Combining this phenomenon with regards to the
camera frame rate, we can conclude that demodulated time-domain signals of the EM emanation come from the
transmitted raw video frames, and the transmission of those frames is AM-modulated to the emanations from
the camera’s clock.
Relevance to the capturing scenes. Considering that the demodulated time-domain signals of the camera’s
EM emanation come from the image sensor output, if the camera is able to capture different scenes, we should
get different time-domain signals. To prove this, the camera is placed facing different scenes and the time domain
signal is observed. As the EM emanations of the camera will vary if we move the camera or the antenna, we have
to keep both the antenna and camera static. Furthermore, if we put an object or make movements close to the
camera, the EM field of the leakage will directly be impacted, which will hinder us from studying the relation of
the capturing scenes and EM emanations. Therefore, we first choose to face the camera and make movements
(e.g., walk, wave arms.) several meters away. However, we find the variations of the camera EM emanations are
weak and hard to tell for some cameras. This is because the scene we have changed only occupies a small part
of the whole scene the camera can capture. Therefore, we use light to add in illumination difference instead,
which should show a greater impact on the camera’s image. Fig. 7 shows the variation of the corresponding
time-domain signals of two cameras. We can see the signal in each cycle when the light is on has a different
waveform from the signal when the light is off. This happens because the light dramatically changes the scene
the camera captures, i.e., the output of the camera sensor changes a lot. All four cameras’ signals show variations
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when the light changes state, except that the variations of different cameras are not the same. This further proves
that the image sensor’s output has been AM-modulated to the clock’s emanation.

5 SYSTEM OVERVIEW
CamRadar is designed to leverage a working camera’s EM leakage characteristics to detect the camera. Fig. 8
shows the workflow of CamRadar, which consists of three key phases: EM emanation screening, AM-modulated
frequency point selection, and matching between stimulus and EM emanation variation. CamRadar uses these
three phases to gradually screen the possible leak frequency points, and determine whether there is a camera
leakage finally.
EM emanation screening. EM emanations could come up at any frequency theoretically. Therefore, CamRadar
will first scan across a wide spectrum to grasp a whole view of the frequency distribution of surrounding EM
signals. Given that there are multiple noises in the environment, CamRadar first picks out signals with an
extremely narrow spectrum and eliminates others as the EM emanations from the clock are typically narrowband.
Then CamRadar will further filter and group the selected frequency spikes according to their harmonics because
the clock leakage typically has multiple harmonics and different clocks will produce different base frequencies.
After this phase, we will have different groups of frequency spikes that come from different EM emanation
sources.
AM-modulated frequency point selection. The number of frequency spikes in the different groups after
screening is still very large, as an EM leakage source will produce multiple harmonics and there may be many
leakage sources around. Furthermore, not all of the camera’s frequency points have a good signal quality, which
is affected by the camera circuit and the spectrum noises. Therefore, the remaining leakage frequency points
need to be further screened. To tackle these, CamRadar will further check if the found frequency spikes have AM
modulation similar to a camera’s EM emanations in this phase. To achieve rapid screening, CamRadar uses fast
spectrum analysis with adaptive resolution and can measure the quality of leaky frequency points with a short
sampling time.
Matching between stimulus and EM emanation variation. Finally, the remaining frequency points could
still come from some other electronic devices that have similar AM-modulated EM emanations as a camera’s.
Directly analyzing the signal is difficult to distinguish between a camera and other devices. CamRadar tackles
this by exploiting the unique property of the camera’s EM emanations, i.e., their relevance to the scenes being
captured. Specifically, CamRadar uses a well-designed light stimulation scheme and determines if there exists a
camera by checking the synchronization of EM signal variations and light flashes.

6 SYSTEM DESIGN

6.1 EM Emanation Screening
As CamRadar knows nothing about the potential camera’s EM leakage frequency, we need to first search across a
wide spectrum. Previous work typically uses a long-time window and averages multiple FFTs to obtain an accurate
spectrum [25, 50, 69]. However, they either leverage an expensive signal analyzer, or the target frequency has
already been known in advance, which is impractical in real life. We target using a portable software-defined radio
(SDR) that can facilitate the actual detection. We select a bandwidth of 10MHz, which can be easily supported by
popular SDRs like USRP, LimeSDR [40], and HackRF [45]. It is also possible to further decrease the bandwidth,
with a sacrifice of longer scanning time or lower FFT resolution, so that a super cheap SDR (RTL-SDR [55])
can also deploy CamRadar. Given such a low bandwidth, we have to make trade-offs between the scanning
time and FFT resolution. Specifically, we perform each FFT with 262144 samples, which requires a sampling
time of roughly 0.027s. If we perform frequency sweeping from 200MHz to 800MHz, the sampling time would
theoretically require a total of 60 * 0.027 = 1.62s. In practice, the time for frequency switching and processing
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Algorithm 1: Group peaks according to their sources
Data: All the sharp peaks 𝑃 = 𝑝1, 𝑝2, ..., 𝑝𝑛
Result: Groups of peaks 𝐺 = 𝑔1, 𝑔2, ..., 𝑔𝑚

1 G← ∅;
2 for 𝑝𝑖 , 𝑝 𝑗 ∈ 𝑃 and 𝑝 𝑗 − 𝑝𝑖 >= 10𝑀𝐻𝑧 do
3 𝑔← 𝑝𝑖 ∪ 𝑝 𝑗 ;
4 for 𝑝 ∈ 𝑃 and 𝑝 ≠ 𝑝𝑖 , 𝑝 𝑗 do
5 if 𝑝 − 𝑝𝑖 = 𝑘 (𝑝 𝑗 − 𝑝𝑖 ) and 𝑘 ∈ Z then
6 𝑔← 𝑔 ∪ 𝑝;
7 end
8 end
9 if |𝑔| > 5 then
10 𝐺 ← 𝐺 ∪ {𝑔};
11 end
12 end
13 𝐺 ←Merge(𝐺);

should be considered and we find that scanning with subsequent processing can be accomplished in 5s, which is
a tolerable duration. A detailed analysis of these frequency sweeping settings could be found in Section 7.1.
To pick out EM emanations, CamRadar leverages two main insights: (1) the camera’s clock will typically

produce a sharp signal that serves as the carrier (shown in section 4.1), while wireless communication signals have
a wider band; (2) the carrier signal generated by a digital circuit always comes up with multiple harmonics [9].
Thus, CamRadar will find all the sharp spikes and regard the spikes that conform to the harmonic distribution
as the emanations from electronic devices. Specifically, CamRadar first calculates the peak envelope of the FFT
results obtained before. Therefore, signals with a wide bandwidth will constitute a wide peak in the spectrum
and EM emanations will remain a sharp peak. Then CamRadar finds peaks with constraints for the width and
height. We use a window of 128 points to calculate the envelope and discard peaks whose width exceeds 512
points and the peaks with a height lower than 5dB.
Next, CamRadar tries to find all the peaks that could constitute harmonics. However, the basic frequency of

the carrier is unknown, and not all the harmonics could show up due to the circuit’s frequency response and
environmental interferences. We devise an algorithm to tackle this and group the peaks according to their leakage
sources (shown in Algorithm 1). The algorithm will first take one pair of peaks from all the peaks (𝑝𝑖 and 𝑝 𝑗 ) and
temporarily assume the basic frequency as their difference. As the clock used in the camera is typically above
10MHz [62], the algorithm will ignore the pair if the difference is below 10MHz (line 2). Then, the algorithm will
check all the peaks again and identify if any peak (𝑝) could be one of the harmonics (lines 3-5). If so, the new
peak will be added to the group of 𝑝𝑖 and 𝑝 𝑗 (line 6). After that, if the group is large enough (e.g., have more than
5 members), peaks in the group will be preliminarily determined to be from the same source and the group will
be saved (lines 9-10). Finally, the algorithm will conduct a merge among groups considering two situations: one is
to merge groups whose basic frequency differences are multiples of another (line 13). This could happen like one
group has a minimum difference of 6𝑓 , where 𝑓 is the true basic frequency. But another group has a minimum
difference of 2𝑓 . The other one targets groups that have multiple intersections. For example, group one contains
{5𝑓 , 10𝑓 , 20𝑓 , 40𝑓 , 60𝑓 , ...} with a minimum difference of 5𝑓 , group two contains {20𝑓 , 28𝑓 , 32𝑓 , 40𝑓 , 60𝑓 , ...} with
a minimum difference of 4𝑓 and these two groups will be merged up. These merges could compensate for our
uncertainty of the true carrier frequency, remove redundant groups and save time for the next phases. Note that
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Fig. 9. The amplitude of each sinusoid corresponding
to different duty cycle 𝛼 .

(a) Single-sided spectrum with a resolution of 5Hz

(b) Single-sided spectrum with a resolution of 6Hz

Fig. 10. Single-sided spectrum comparison between the resolu-
tion of 5Hz and 6Hz for a camera’s signal with a period of 12Hz.

we may not be able to find the true carrier frequency in this phase, but we could still group most of the peaks
coming from one leakage source as their frequency differences are accurate multiples.

6.2 AM-modulated Frequency Point Selection
Although we have found EM emanations from potential cameras through the last phase, we still have to narrow
down the optional frequencies as there still exist too many peaks. Checking them one by one is time-consuming
for practical use. This phase leverages our insight that the camera’s EM emanation can be AM-modulated by
its sensor images to select the most probable frequency of a camera. Specifically, the amplitude of a camera’s
AM-modulated signals can be best approximated by rectangular pulses as the data transmission has sharp
transitions. Therefore, we can sample at these optional frequencies and if we find a signal whose amplitude
envelope looks like a periodic rectangular, this signal has a high possibility to come from a camera. To save time,
we do not need to AM-demodulate all the frequencies. Instead, we select 5 frequencies from each group and
sample at each frequency for only 0.2s. Then, we AM-demodulate the signals and analyze their amplitudes.

Checking the period of a signal has many methods like calculating its autocorrelation, but we also need to check
if the signal is a rectangular wave at the same time. Thus, we select to analyze the spectrum of the demodulated
signal. According to Fourier analysis, the spectrum of a rectangular wave is equivalent to a set of sinusoids with
various amplitudes at its base frequency and multiples (harmonics). Specifically, the Fourier series expansion for
a rectangular wave with a duty cycle of 𝛼 is:

𝑓 (𝑡) = 𝛼𝐴 + 2𝐴
𝜋

∞∑
𝑛=1

sin(𝛼𝑛𝜋)
𝑛

cos(𝑛𝜔𝑡) (1)

The amplitude of each sinusoid (𝐴𝑛), which is 2𝐴
𝜋
· | sin(𝛼𝑛𝜋 )

𝑛
|, can be plotted as a function of 𝛼 (shown in Fig. 9).

We only plot up to the 5th harmonic, because the amplitude of the harmonic greater than the 5th will never
exceed the intersection of the 2nd harmonic and 3rd harmonics. We can see the greatest two amplitudes always
come from the first three harmonics (𝑛 = 1, 2, 3). Thus, we use a loose judgment condition for a rectangular-shape
AM-modulated signal that the highest two peaks of the demodulated signal’s spectrum should have a relationship
of 2 or 3 times.
In practice, the resolution of the demodulated signal’s spectrum will constitute another great challenge. The

FFT resolution of a sampled signal can be calculated as 𝑓𝑠
𝑁
, where 𝑓𝑠 is the sampling rate and 𝑁 is the number of

FFT points. As each of our sampled signals has a length of 0.2s, the FFT resolution of their amplitudes’ spectrum
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can only reach 5Hz. However, the 1st harmonic of the AM-demodulated signal has a strong correspondence with
the camera’s frame rate, which typically ranges from 10fps to 30fps [58]. Therefore, an FFT resolution of only
5Hz is too low and our loose judgment condition may not hold. For example, Fig. 10a shows the single-sided FFT
results using the resolution of 5Hz for a camera’s AM-demodulated signal whose basic frequency is 12Hz. We can
see the relationship among the highest FFT bins no longer holds when the resolution is 5Hz because 12Hz does
not have an exactly corresponding FFT bin. This would make distinguishing a rectangular-shape AM-modulated
signal and other signals quite difficult. Obtaining a higher resolution may solve this but will require a larger 𝑁
and a longer sampling time. This is impractical as it takes too much time.
To tackle this, we observe that although we cannot use a higher resolution, we could use a more suitable

resolution for each signal. Specifically, if the signal’s frequency is exactly multiple of FFT resolution, the FFT
results are still accurate for the signal. For example, Fig. 10b shows the FFT results with a resolution of 6Hz for
the same 12Hz signal. We can see the amplitudes of the signal’s harmonics can be well shown and our judgment
condition will hold. Therefore, instead of using a fixed resolution of 5Hz, CamRadar will estimate the signal’s
frequency and adapt the FFT resolution accordingly. The estimation of frequency is implemented by performing
autocorrelation and calculating the difference between the two highest peaks. For an estimated frequency 𝑓𝑒𝑠𝑡 ,
CamRadar recalculates FFT resolution 𝑅 as:

𝑅 =
𝑓𝑒𝑠𝑡

⌊ 𝑓𝑒𝑠𝑡5 ⌋
(2)

Thus, the new FFT resolution 𝑅 remains no less than 5Hz and keeps as small as possible. Using the new FFT
resolution, each AM-demodulated signal will be checked if our judgment condition is satisfied. Considering
that there may exist multiple signals that come from the same source, only one of the five frequencies in each
group will be left. Therefore, we need a screening mechanism to find the best frequency with the lowest noise
and highest SNR. We use a metric similar to SNR. We sort the FFT bins, sum the amplitude of harmonics in the
several highest bins up and calculate the ratio of this sum to the remaining bins. The frequency whose ratio is
the highest will finally be left. The idea behind the metric is intuitive: if a signal has less noise and looks more
like a rectangular wave, the largest FFT bins will be the harmonics of its basic sinusoid and we will get a high
value. Moreover, an empirical threshold is also used to eliminate noisy signals.

We also find that sometimes the frequency of some cameras’ leaks do not appear after the final screening in
actual tests. This is mainly due to the jittering of frequency points’ amplitudes. The AM-modulated frequency
points in the spectrum will jitter with the variation of time-domain signals’ amplitudes. Recall that in phase one
we use a sampling time of only 0.027s for each FFT. Thus, if a camera’s frame rate is 10fps, our sampling cannot
even cover a complete frame, which will cause the height of the same leakage frequency spike in different trials
to change drastically. This will make some frequency spikes with good quality that cannot rank at the top in
phase two. A straightforward approach would be to increase the sampling time to obtain a more stable spectrum.
However, the time it takes for scanning would be too high. Besides, the missing of high-quality frequency points
is dependent on the cameras and we do not want to sacrifice time for all the cameras. Therefore, we use an
incremental approach that the whole detection procedure (including phase 3) will be repeated if no camera is
detected. The upper limit of trials is set to 3 times.
In total, this phase filters out most of the frequency points without significant AM modulation, reserving for

each group one or zero frequency points that may come from the camera. The extremely limited number of
frequency points provides the basis for a more refined judgment in the next phase.

6.3 Matching between Stimulus and EM Emanation Variation
In this phase, the final decision on whether the remaining frequency points come from hidden cameras will be
made. Although these remaining frequency points are all AM-modulated, AM modulation on EM emanations
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Fig. 11. 3-NN distances of a camera and a display.

with rectangular waveforms is not unique for cameras. Other electronic devices (e.g., display) may have a similar
phenomenon. For example, we find the leakages from the display have similar waveforms to that from the camera
(see section 7.4).

Therefore, a unique characteristic of the camera’s leakage is leveraged in this phase. Specifically, as a camera’s
AM-modulated emanation contains information of sensor images, we use a light to glow intermittently. The
sudden light could stimulate an obvious change to the camera sensor image and thus the camera’s leakage signals
will vary correspondingly. CamRadar will determine that there exists a camera if the AM-demodulated signal on
one frequency point changes as the light starts blinking. Considering the greater impact on the camera when
the light is within the camera’s field of view, the user could put a light tube in a place where a hidden camera
can obviously capture it, such as in the middle of the room. We also find that if we turn the light on for a long
time (e.g., 5 seconds), the leakage of cameras will first change drastically and then turn stable. We attribute this
phenomenon to some automatic parameter adjustment mechanisms of the camera like auto exposure. Thus, we
will turn the light on for a short time instead of keeping it always on.

Nevertheless, determining whether the signal has changed due to lighting is still a challenging task because it
is completely unknown how the AM-demodulated signal varies when the light blinks. The variation of signals
from different cameras can be quite different, caused by the differences in the cameras’ software, hardware, and
leakages. What’s worse, there could be unexpected noises from the camera circuit that make the AM-demodulated
signal fluctuate.
To tackle these, for each suspicious frequency point, we carefully design a lighting scheme and leverage

one-class KNN with correlation distance to determine if the signal varies due to lighting. Our main insight is:
although a non-camera signal may occasionally fluctuate just when we flash the light once, it is much less possible
that a non-camera signal always varies exactly when we flash the light two or more times. Specifically, we will first
keep the light off for 1 second to get some samples. These samples will be the baseline data of one-class KNN and
will also be used to calculate the period (i.e., frame rate). Then we will flash the light twice with a fixed interval,
which means the total duration of sampling time is 3.8s (adding up the additional 1s). The collected data will be
separated into two parts according to their sampling time: the data while the light is on and the data while the
light is off. All the collected AM-demodulated signals including training data will be preprocessed with smoothing
and downsampling so that some noises can be removed and the calculation cost can be reduced. Both the on and
off parts will be tested in KNN to obtain the nearest distance to those baseline data. The distance is calculated
with the length of a frame. Considering that the frame length may not be quite accurately calculated, we will
cycle shift one frame and use the minimum correlation distance between two frames. Finally, we recognize the
frequency point from the camera if the signals collected while the light is on have a larger distance than those
collected while the light is off. This means the signal fluctuates twice exactly as the light flashes twice. Although
it is possible to get the light to flash more times, we find that twice is enough for a low false positive rate. Fig. 11
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(a) Prototype of CamRadar (b) Tested cameras

Fig. 12. Experimental setup.

Table 1. The list of cameras we test.

ID Model ID Model ID Model

1 HDC-DVR camera 6 V380 pro 11 KingFisherPro
2 LaiCam X7 7 HomeEye 12 Botslab
3 LaiCam X9 8 Hopeway 13 HXY-001 usb camera
4 NewFocus X1 9 Netipc S95 14 USB-2MP-camera
5 HIDVCAM A15 10 CamHipro 15-19 RaspberryPi Camera v2

shows the distances to three nearest neighbors of a camera and a display. We can clearly see larger distances in
the "on" sections of the camera, which greatly exceed the maximum distance in the "off" sections (threshold). The
whole algorithm is fast, does not require training, and can adapt to various cameras as the threshold is adaptive.

6.4 Camera Localization
Once CamRadar has detected that a hidden camera exists, the camera’s location can be narrowed to close proximity
(e.g., less than 1 meter) because the EM emanations decay fast in the air and cannot travel too far. Considering
that the camera may be disguised so well that it is difficult for people to think of it as a camera, we also propose
an approach to accurately pinpoint the camera. Specifically, as we already know the leaky frequency of the
camera, the user can directly move the antenna of CamRadar and watch the power spectrum of the camera’s
leaky frequency. When the antenna is close to the camera, the spectrum will have high power. The localization
method is simple and convenient, with high practicability. Besides, one can also use a directional antenna to
accurately pinpoint the direction of the signal source. Nevertheless, a simple omnidirectional antenna is enough
as the target camera is nearby and the possible positions are limited.

7 EVALUATION

7.1 Experimental Setup
Apparatus. We build the prototype of CamRadar based on a USRP B210, a Foresight low noise amplifier
(FST-RFAMP01), and a 3dbi omnidirectional antenna. Note that the USRP can be replaced by other cheaper
software-defined radios to reduce cost, as our used sampling rate is low (only 500KHz) except for the frequency
sweeping process, which is also possible to use a lower sampling rate by sacrificing more time. To provide the
controllable light, we use an infrared-controlled led light tube easily available online and use an Arduino board
to control it. The light tube’s power is 6W and has a maximum luminous flux of 400lm.
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(a) Average time required for different
FFT size

(b) Percentage of finding an AM-
modulated frequency

Fig. 13. Trials of setting with different frequency sweeping resolution and range.

We test 19 small cameras, including 14 popular hidden cameras that are available online [3, 56] and 5 Raspberry
Pi cameras (v2) that are representative of homemade hidden cameras [27]. The prototype of CamRadar and all
the tested cameras are shown in Fig. 12. These cameras’ detailed models are shown in Table 1. Among these 14
commercial small cameras, 12 of them (#1-#12) are capable of storing videos locally to an SD card, 11 of them
(#1-#11) can transmit videos wirelessly, and 2 of them (#13-#14) can transmit videos through a USB connection. In
addition, those 5 Raspberry Pi cameras (#15-#19) are driven by two Raspberry Pi boards to ensure the universality
of detection. The light tube is placed 50cm in front of the camera. All cameras are initially unplugged and use
battery power, except for those without batteries (e.g., USB cameras and Raspberry Pi cameras). In addition,
we configure all the cameras (if they can) not to store or transmit videos, so that we can eliminate the possible
interference from data transmission.
Metrics. We use the following three metrics:
• Camera detection rate: A hidden camera detection occurs when we put a working camera around and CamRadar
concludes there exists a camera. The detection rate is measured as the ratio of detectable cameras to all tested
cameras.
• False positive rate: A false positive occurs when there is no camera around but CamRadar misjudges that there
is. It is measured as 𝑚𝑖𝑠 𝑗𝑢𝑑𝑔𝑒𝑠/𝑡𝑒𝑠𝑡𝑠 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑐𝑎𝑚𝑒𝑟𝑎. As we find CamRadar hardly misreports when
there is no electronic device around, we design an extremely challenging setup to test CamRadar’s
false positives. Specifically, we use the EM emanations from cameras to simulate the EM emanations from
non-camera devices, except that the non-camera devices will not be stimulated by the light. Therefore, when
we test each camera, we will always collect two traces. In one of them, we will trigger the light normally to
see if the camera can be detected by CamRadar and calculate the detection rate. In the other, we will use the
camera to simulate as a non-camera device and will not trigger the light, which will be used to measure the
false positive rate. Note that false positive rate is also important in hidden camera detection, as false alarms
not only waste the user’s effort, but also impact the credibility of the detection method (imagine a clean room
always has some objects or facilities that make the detector alarm).
• Detection time: The detection time is measured as the time required for CamRadar to conduct a complete
detection procedure regardless of whether there is a camera detected or not. As CamRadar has at most 3 trials
to ensure the accuracy of the frequency point selection (see section 6.2), it may take CamRadar longer to
conclude there is no working camera around.

Setup of frequency sweeping. CamRadar performs frequency sweeping to screen EM emanations as the first
phase, the sweeping resolution and range are two key factors that could impact the time and detection accuracy.
Thus, we test four cameras and perform frequency sweeping as well as the subsequent AM-modulated frequency
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(a) Different light durations (b) Different light intervals

Fig. 14. Trials of setting with different lighting setup.

point selection (phase 1 and 2) with different settings. Each camera is tested 50 times and the result is shown
in Fig. 13. We first fix the scanning range to 600MHz (from 200MHz to 800MHz) and vary the FFT size with a
sampling rate of 10MHz. The time required for each FFT size is shown in Fig. 13a. We find the FFT size of 218
(262144) is the best resolution we could afford as phase 1 and 2 could still be completed in about 4.54s. Although
a higher FFT size (e.g., 219) could provide a better spectrum resolution, the time cost is already too high (8.98s).
Thus, we use the FFT size of 262144 for frequency sweeping.

We then vary the scanning range and check if the camera’s AM-modulated frequency points could be selected.
The percentage of finding each camera’s frequency points is shown in Fig. 13b. We find that a scanning range
over 300MHz is typically required for camera detection and a scanning range of 600MHz is enough for these
cameras. Therefore, we configure CamRadar to scan from 200MHz to 800MHz (spanning 600MHz).
Setup of triggering light. As stated in section 6.3, we use the blinking light to trigger changes in the camera’s
EM emanation signals. Therefore, the duration of the light and the interval between two flashes will undoubtedly
affect the detection of cameras and should be studied and set up in advance. We test three cameras, and for each
one of them, we skip the frequency scanning process and directly collect signals at one of its leakage frequency
points.

We first fix the interval between two flashes to 1 second and study how long the light should be on. If we use a
long lighting duration, the unstable noise of the leakage signal will increase the probability of misjudgment. On
the contrary, a too-short lighting duration will raise a concern that the light cannot cause enough changes to the
camera’s EM leakage. Fig. 14a shows the result. Due to the limitation of infrared control by the Arduino board,
the minimum lighting duration can only be set to 50ms. We can see the false positive increases as the duration
increases and that 50ms is optimal to trigger cameras.

As for the intervals, we fix the duration to 50ms and vary the interval from 0.25s to 2s, the result is shown in
Fig. 14b. When the interval is too small, there will be a high false positive rate. Theoretically, the false positive
rate will reach 100 percent if the interval is set to 0. Considering that a longer interval will introduce a greater
time overhead, we set the interval to be 2s. Altogether, we use a duration of 50ms and an interval of 2s for the
following evaluations. Due to the delay of the control flow and the performance of the light, we find that even if
the code on the Arduino is designed to only light up for 50ms, the actual total time consumed by the blinking
phase is about 400ms. This means that it takes 𝑙𝑖𝑔ℎ𝑡 𝑖𝑠 𝑜 𝑓 𝑓 (1𝑠) + 𝑏𝑙𝑖𝑛𝑘𝑖𝑛𝑔(0.4𝑠) ∗ 2 + 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 (1𝑠) = 3.8𝑠 for each
frequency point in phase 3.

7.2 Overall Performance
CamRadar’s overall detection performance with 19 cameras is illustrated in Table 2. We compare CamRadar with
LAPD [48], which is the existing state-of-the-art camera detection system for all kinds of cameras. CamRadar’s
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Table 2. Overall performance for CamRadar and LAPD.

Detection
rate (%)

False positive
rate (%)

Detection
time (s)

Detectable
range (cm)

Detectable
angle

Hardware
or software

User inter-
vention

LAPD [48] 88.9 16.7 180 30-150 20° software yes

CamRadar 93.23(10cm)
87.21(20cm) 3.95 16.75 0-40 180° portable

SDR no

data is collected by putting the antenna 10-40cm to the camera and from multiple angles. The detailed results
concerning distance and angle can be found in section 7.3. We can see CamRadar can achieve a comparable
detection rate (93.23% at 10cm and 87.21% at 20cm) with LAPD while maintaining a much lower false positive rate
(3.95%). This should be attributed to our insights about the EM emanations from the camera.

In addition, benefiting from our well-designed detection procedure, CamRadar can achieve detection for a
suspicious object in a short time (16.75s) and has a significant advantage over LAPD (180s). Note that LAPD may
also use a faster version with a 77.8% detection rate, which still requires 60s and is much longer than CamRadar.
Although LAPD has a farther detectable range, CamRadar has a greater advantage in the detectable angle. This is
quite beneficial for practical use. For example, if the user suspects there is a hidden camera in a smoke detector,
he/she could simply put CamRadar anywhere close to it and get the result with only one trial. Even if the user hopes
to inspect the whole room (e.g., 4 × 4𝑚2) thoroughly, CamRadar would require 4𝑚 ∗ 4/(20𝑐𝑚 ∗ 2) ∗ 16.75𝑠 = 11.2
minutes with a 20cm detection range. This could be further reduced to 5.6 minutes if a detection range of 40cm is
used. In comparison, LAPD would use 4𝑚 ∗ 4/(𝑡𝑎𝑛(20◦/2) ∗ 150𝑐𝑚 ∗ 2) ∗ 180𝑠 = 90.7 minutes with a detectable
range of 150cm. However, a user does not need to search for the hidden camera inch by inch in practice, as the
user could easily rule out most of the places where the camera is impossible to be hidden (e.g., in the wall). Thus,
the user just needs to inspect the limited suspicious objects with CamRadar to make sure the room is
clear, which means a significantly-reduced inspection time (e.g., less than 3minutes for 10 suspicious
objects). One of LAPD’s advantages is the software implementation on smartphones, CamRadar uses a portable
SDR to compensate for this. In addition, CamRadar’s detection procedure requires little user intervention. The
user just needs to set the antenna close to the suspicious object and wait for the result. These make CamRadar
user-friendly with high usability.

7.3 Distance and Angle
In this section, we evaluate CamRadar’s performance at different distances and from different angles. The camera
is fixed in the center and we set the antenna in front of the camera from 10cm to 40cm and from -90° to 90°. We
only consider the 180-degree view in front of the camera as it is almost impossible that a hidden camera’s back is

(a) Camera detection rate (b) False positive rate (c) Detection time

Fig. 15. Camera detection performance with different angles and distances.
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Fig. 16. Detection rate and false positive rate (FPR) with different working statuses.

facing the user. Fig. 15 shows CamRadar’s camera detection rate, false positive rate, and detection time with all
19 cameras.

From Fig. 15a we can see CamRadar is capable of detecting cameras from all angles. Note that the distribution
of detection rate is not symmetric as the EM field of the camera may not be symmetric, which has a slight effect
on the detection rate. Anyway,CamRadar can achieve an average detection rate of 93.23% at a distance of
10cm and 87.21% at 20cm. Besides, we can see the camera detection rate is lower when CamRadar is away from
the camera. This is because the signal strength of EM emanations decreases quickly over the air. Nevertheless,
we can still achieve an average detection rate of 78.95% across all angles at 30cm and 70.68% at 40cm.

Fig. 15b shows CamRadar’s false positive rate, which is low at all the positions. The average false positive
rate across all the distances is as low as 3.95% and even the worst false positive rate at location (-90°, 40cm) is
only 15.78%. Note that the false positive rate has little correlation with distance or angle. A false positive occurs
only if an AM-modulated EM emission happens to fluctuate in CamRadar’s detection window, which is highly
random. Besides, note that our false positives are evaluated with a rigorous setup where there are electronic
devices around and these devices are simulated using EM emanations from cameras. If there are no electronic
devices around, phase 3 of CamRadar’s detection procedure will not be raised and false positives will never occur,
meaning that the false positive rate is likely to be much lower in practice. Moreover, the user can also turn off
legitimate electronic devices to further reduce false positives.
The detection time is plotted in Fig. 15c. The time required for detection at each position ranges from 14.57s

to 20.41s and is 16.75s on average. Recall that the time for each detection is mainly impacted by four parts: the
frequency sweeping in phase 1, the number of groups that are checked in phase 2, the number of frequency
points that are checked in phase 3, and the number of trials. Therefore, if the antenna is put at a position that has
a high detection rate, it has a higher probability to detect the camera successfully and terminate the detection
quickly. On the contrary, a low detection rate will induce more trials as the camera is harder to be found and
results in more detection time. This relationship between detection rate and detection time can be clearly shown
by comparing Fig. 15a and Fig. 15c.

7.4 Status of Camera
Camera working status. The EM emanations may vary when the camera is in a different working status. Thus,
we evaluate the robustness of CamRadar considering camera transmissions and power supply. Two types of
transmission are evaluated here, which are WiFi streaming and writing to SDcard respectively. As for the power
supply, we consider whether the camera uses an external power supply (w/ power) or only uses the internal
battery (w/o power). We put the antenna in front of the camera at a distance of 10cm, 20cm, and 30cm. The
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Fig. 17. Performance with various
housings.

Fig. 18. Performance with elec-
tronic devices around.

Fig. 19. The light’s maximum placement
distance under different ambient light.

detection rate and false positive rate are shown in Fig. 16. Note that the capabilities for our tested cameras
may be different, which means the tested cameras for each status are not all the same. Specifically, experiments
concerning WiFi and power both involve 11 small cameras, and experiments of SDcard uses 12 small cameras.
We can see CamRadar could perform well no matter whether the camera is streaming via WiFi or writing to
SDcard. Besides, the way of power supply also shows little impact on CamRadar.
Camera housings. In practice, the camera may be hidden in various objects. Therefore, we deliberately put the
cameras in different housings and evaluate CamRadar’s performance. All the housing objects are not powered on
and the antenna is fixed 15cm to the camera. The detection result is shown in Fig. 17, from which we can see the
housings will not affect the detection of CamRadar.
Surrounding devices. Considering that cameras may be incorporated into working electronic devices to achieve
stealthiness, these devices will also produce EM emanations that may confuse the detection. Therefore, we select
four typical electronic devices and evaluate the performance of CamRadar when these devices are placed next
to the camera. Specifically, the two surfaces are close to each other and they are equidistant from CamRadar’s
antenna. The antenna is fixed 15cm to the camera in this evaluation and the results are shown in Fig. 18. We can
see the detection rate and false positive rate do not show great variations when the electronic devices are working
around, which proves the effectiveness of CamRadar. It is also worth noting that the detection time used when a
display is put next to the camera is a bit longer (at least 5 seconds) than the others. This is because the display
will also produce AM-modulated EM emanations, which are intense and very similar to the camera’s. Except that
EM emanations of the display will not vary with the light. Thus, CamRadar will detect the EM emanations from
the display in phase 1 and 2, and phase 3 is always required to reject the display, which results in a relatively
longer detection time.

7.5 Lighting Condition
Since we use light as the stimulus, ambient lighting conditions will inevitably affect how well we stimulate
the camera. We evaluate how faraway our small light tube can be put under different combinations of natural
daylights and compact fluorescent light (CFL), which are the most typical light sources in daily life. Two light
tubes that serve as the stimuli are used. One of them is 20cm long with a power of 6W and a luminous flux of
400lm, which has been used in other evaluation sections. The other one is 40cm long with a power of 8W and a
luminous flux of 650lm. We ensure each light tube is in the camera’s field of view during the experiments.
5 cameras are tested in this section and we fix CamRadar 15cm to the camera. The maximum distance the

light tubes can be placed when the cameras can be detected by CamRadar is shown in Fig. 19. We ensure the
camera is detected at least 4 out of 5 times during the experiment. We can find the stimulus effect is weaker in
strong ambient light, which is about 1m. However, if we decrease the ambient light, CamRadar could stimulate
and detect cameras with the light tube placed much further (>3m). This implies that it is better to dim the
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(a) Hotel room (b) Meeting room (c) Result

Fig. 20. Detection performance in various environments.

indoor ambient light when using CamRadar. Besides, we can see the light tube with a higher luminous flux
could be placed further. Note that the brightness of the light tubes used in our experiments is relatively low. In
fact, indoor light tubes with more than 1000lm can be seen everywhere, which means that stronger light tubes
can be used to further increase the distance. What is more, we also find that the light source does not necessarily
need to come up in the scene of the camera, although the stimulus effect could be weaker. For example, the
opening of indoor lights could also make the EM emanations of a camera fluctuate a lot. In sum, the intensity of
the stimulus and the intensity of the ambient light dominate everything.

7.6 Varying Environments
We also evaluate CamRadar in two practical scenarios: a hotel room and a meeting room (shown in Fig. 20). When
the camera is in a new scenario, not only the EM signals in the environment are different, but also the scene the
camera is facing becomes different. 10 small commercial cameras are tested in each scenario. We specifically
put cameras in a location where they could be hidden. Then we control the indoor lighting to a state that is
dim but does not affect daily behavior. For example, we close the curtains. We ask a tester who is unknown of
the camera’s location to use CamRadar to detect the possible camera in the room. The detection rate and false
positive rate are shown in Fig. 20c. We can see CamRadar could perform well in various environments.

7.7 Resilience to Adaptive Attackers
If the presence of CamRadar is known, an adaptive attacker may try to avoid being detected in two directions:
suppress the EM emanations via EM shielding or introduce more EM noises.
EM shielding. As the camera’s EM emanations are unintentional, it is hard to suppress the signal by modifying
the device circuit. Thus, the attacker may use EM shielding (e.g., a metal shell) to suppress the EM emanations.
However, a camera can never be completely shielded as its lens has to be put outside, which could
make the detection still feasible. We experiment to put commercial small cameras in a faraday cage made up
of EM shielding material (e.g., aluminum foil) with the lens exposed.We find that although the EM emanations are
kind of suppressed, CamRadar can still detect 10 out of 14 cameras at a distance of 15cm.Moreover, EM shielding will
inevitably result in a larger size of the camera and reduce the concealment of the camera. Especially considering
that some hidden cameras have a long wire connecting the sensor and the ISP circuit, they are more covert and
more threatening but also harder to cover.
EM noises. The attacker could introduce more noises either from the frequency domain (targes phase 1 and 2
of CamRadar) or the time domain (targes phase 3). However, adding EM noises to cover the frequency domain
requires a noise spanning across a wide band to hide the camera’s leakage spikes, which is impractical. To
introduce noises in the time domain, the attacker has to first introduce noises at most of the camera’s frequency
spikes. One probably the most convenient solution could be using another camera of the samemodel, which should
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have the most similar EM emanations. Then when we AM-demodulate at a leakage frequency, the amplitude
would be the superposition of two or more cameras, which may affect the detection of CamRadar. To evaluate
this scenario, we use two models of four cameras and see how CamRadar performs when two cameras of the
same model are put together and working at the same time. We find that because the two cameras are of the same
model, their time-domain signal periods are the same, and the superposed time-domain signal is still periodic.
In addition, even if the two cameras are of the same model, their signal strengths and waveforms at different
frequency points are different, and there are still many frequency points whose waveforms meet the detection
conditions of CamRadar. We detect 12 times for each camera model and succeed 9 times on average. Although
we could not detect two cameras at the same time, the user can detect and eliminate cameras one by one.

8 DISCUSSIONS
Increase of detection range. CamRadar’s detection range is possible to further increase. On the one hand, when
CamRadar is far from the camera, the intensity of the camera’s frequency spikes is weak and the time-domain
variations to the light are obscure. However, it is possible to use machine-learning methods [17, 66] to help find
those weaker frequency spikes and detect minor changes. Thus, CamRadar could achieve a larger detection range.
On the other, the antenna used by CamRadar is simply a 3dBi omnidirectional antenna. Although it can already
achieve a good result, we should note that the signals from 180 degrees behind are completely useless noises
in practical use. Therefore, CamRadar may use an antenna with stronger directionality and higher gain [4] to
increase the detection range.
Light stimulus. CamRadar is equipped with a common infrared-controlled led tube and an Arduino simply for
easy control of the light stimulus. The Arduino board uses an infrared transmitter to control the tube’s on and off.
In practice, if there are smart bulbs indoors that can be controlled remotely [63], CamRadar could directly use the
existing bulbs as the stimuli for cameras. Thus, the Arduino and the light tube are no longer needed.
Small form factor. To provide better portability, CamRadar’s size could be further reduced. For example, the
laptop could be replaced by small-size computers like the LattePanda [14], whose size is close to a smartphone.
Or it is possible to discard the standalone computer and directly use the MCU of the SDR for processing like the
PortaPack [60] for HackRF. These approaches make it possible for CamRadar to reach the size of a palm. Thus,
the portability could be increased.
Automation.We could note that the detection procedure of CamRadar does not require human intervention
(except for the setup of light and antenna). This is a great advantage of CamRadar and can be further improved
for practical use. For example, CamRadar could be used with increasingly popular robot platforms like the
cleaning robot and the room service robot [16, 52]. Thus, the robot could be scheduled to scan the whole room
automatically.
Non-sharp frequency spikes.We also find a small number of low-end cameras’ EM emanations have a wide
band instead of sharp frequency spikes in the spectrum. This could be because they use less stable (cheaper or
simpler) oscillators. However, we find these frequencies are still AM-modulated. Therefore, CamRadar could be
further improved by covering these cameras.
Manual assistance. CamRadar is designed with an automatic process to release the burden of users. In practice,
an experienced user may increase the detection performancewith somemanual assistance. For example, CamRadar
can easily report potential EM emanations with steps 1&2, this information can be particularly useful as there
should be no electronic device around (e.g., in the ceiling). The user can manually inspect these emanations and
help screen possible frequencies or directly check if the emanations come from nearby locations. In this case, the
sign of abnormal signal source is already enough to alarm the user and the detection accuracy can be increased.
EMI reduction.We have shown that simple EM shielding has a limited effect in evading CamRadar’s detection in
Section 7.7. However, advanced attackers with careful EMI reduction [6, 68] or selection of low-EMI cameras may
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reduce the hidden camera’s EMI to minimum. CamRadar will fail to detect these cameras if their EM emanations
are too weak.
Scheduled cameras. As mentioned in section 3, CamRadar works with an assumption that the hidden camera
is continuously working during the detection process. However, if the camera is exactly inactive when CamRadar
performs detection, the camera will evade the detection. Thus, a scheduled camera [71] that works intermittently
(e.g., only work during night) will have a higher probability of being undetectable by CamRadar.
Motion influence. As CamRadar requires a detection time of 16.75s on average, holding it by the user may
introduce some motion interference. Although we empirically believe that slight motion may have little effect
on detection performance, rigorous motion effect experiments are not explored in this paper. Considering that
CamRadar is a prototype system now, we intend to leave motion impacts as future work to test the effects after
miniaturization of CamRadar.

9 RELATED WORK
Hidden camera detection. Due to their small form factors, hidden cameras are hard to detect with naked
eyes. There are a few Apps and commercial detectors that claim to be able to detect cameras [59, 72]. A great
number of them utilize light-reflection-based methods that require users to detect the tell-tale signs of tiny
reflections. Other Apps claim to detect magnetic materials with the magnetometer. Unfortunately, those methods
are found unable to work reliably [12]. The reflective surfaces could lead to high false positives to the light-
reflection-based methods [48]. The magnetometer-based methods also show poor performance due to their
vulnerability to small changes in the EM field. Interferences from other electronic devices could greatly impact
their effectiveness [12, 71].

Recently, various academic works have been proposed to detect hidden cameras, which can be mainly divided
into three categories.
• The first category detects the hidden camera by correlating the wireless traffic pattern with human motions
[12, 35, 41, 47, 64]. State-of-the-art works [26, 53] further show it is possible to pinpoint the hidden camera
by creating motion stimuli and sniffing wireless traffic. While these approaches are promising, they are quite
limited in practice as they only target wireless cameras. In practice, hidden cameras could use SD cards to store
the video locally and cameras using the cellular network for wireless transmissions are commonly available.
• The second category uses high-precision laser arrays to obtain high-energy cat-eye reflection from the hidden
camera [28, 36, 37]. Specifically, the hidden camera will reflect the laser beam at a higher intensity as the
camera’s sensor system is often retroreflective [19]. While these works can detect not only wireless cameras
and even inactive cameras, they require expensive laboratory equipment or high-precision sensors that are
unavailable to the general public. Besides, the reflections are limited by the camera’s optical properties and
cameras can be detected only at constrained angles, which reduces the practicality. A recent work [48] uses a
smartphone to obtain cat-eye reflection from hidden cameras. However, it still has a high false positive rate
(16.7%) and requires a long manual scanning time (60 seconds) for simply one suspicious object. Besides, similar
to other reflection-based methods, its detection angle is quite limited: the user has to face the hidden camera
and detect it in the camera’s 20° field of view.
• The third category uses thermal imaging to detect hidden cameras. A recent work [71] uses a thermal camera to
identify areas that correspond to potential hidden devices. The heat generated from a hidden camera could make
it distinct from the ambient environment in a thermal image. This method is effective to various surveillance
devices and could detect currently inactive devices that have worked recently. However, thermal imaging
also has a few drawbacks. Hidden cameras behind a reflective object can make the thermal-based detection
ineffective. Besides, the heat from other devices could be potential interferences. For example, a camera hidden
in a working router may constitute a great challenge to thermal-based detections.
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Compared to the approaches above, CamRadar utilizes the unintentional EM leakage from the camera as
the distinct characteristic for camera detection and offers the following advantages: (1) not limited to camera
communication types, (2) arbitrary detection angles, (3) robust to environmental interferences (effective even
if the camera is embedded into other electronic devices), and (4) automatic detection process without human
intervention.
On the other hand, CamRadar also has some limitations compared with existing approaches: (1) Additional

hardware. CamRadar uses a portable SDR for detection. In contrast, some methods (magnetometer-based methods
and LAPD [48]) only require a smartphone. (2) Distance limitation. As EM emanations decay rapidly in the air,
CamRadar’s performance is limited by the distance to the camera and a closer distance is recommended. Thus,
using CamRadar to detect some suspicious objects could be a better option (e.g., checking if there is a camera
hidden in a router). Nevertheless, a combination of multiple methods should be the optimal strategy to detect all
the hidden cameras.
EM side-channels. EM side-channels have been widely exploited for attacks. For example, EM leakage can be
used to restore the display [24, 33, 38], to achieve data exfiltration from air-gapped computers [22, 23, 51], to
retrieve cryptographic keys [2, 10, 11], and to infer keystrokes [29]. Apart from attacks, researchers recently
have started to study how to leverage EM side-channels to help defense. For instance, EM emanations have been
exploited to detect wireless eavesdroppers [50] and discover malware attacks [30, 69]. Yet, to the best of our
knowledge, there has been little work leveraging EM leakage to detect cameras. CamRadar is the first work to
leverage the camera’s AM-modulated EM leakage for hidden camera detection.
EMI-based device identification. Electronic devices inevitably generate EM emanations, which are influenced
by their hardware and software. This property enables EM emanations to serve as the signature for device
identification [21, 61, 70]. Göksu et al. [18] use features derived from the wavelet packet analysis of measured
emissions to detect and identify vehicles. Gulati et al. [20] propose an in-depth study into high-frequency EMI
signatures of multiple appliances. Laput et al. [32] propose a proof-of-concept wearable implementation to capture
EM emanations and successfully distinguish general classes of objects with a support vector machine (SVM)
classifier. Except for device identification of different classes, EM emanations have been further demonstrated to
identify objects of the same model. Yang et al. [65] show that devices like electronic toys, cellphones and laptops
can all be individually identified. Cheng et al. [13] utilize the featured EMI signals radiated by CPU modules to
fingerprint devices. The uniquely distinguishable EM emanation patterns of a known electronic device could also
help to identify any potential hardware modification [49]. This feature has been leveraged to detect malicious
modifications at the fabrication level [67] and distinguish counterfeit hardwares [1].
Generally, EMI-based device identification samples signals at a specific frequency and attempts to identify

different devices by extracting various features from the EM emanation. The identification requires prior regis-
tration and training. In contrast, our work targets a slightly different goal. We are trying to identify potential
cameras out of various electronic devices. Our target camera has various unknown leakage frequencies and we
have no prior knowledge about the camera.

10 CONCLUSION
In this paper, we investigate the EM emanations of the cameras and find the camera sensor images are AM-
modulated to the clock leakage. Based on this, we propose a novel system named CamRadar, which can detect
hidden cameras by checking the existence of camera EM emanations. CamRadar can automatically detect cameras
regardless of their transmission types from any angle. The effectiveness and robustness of CamRadar have been
demonstrated under different scenarios with 19 small cameras. CamRadar’s fast detection procedure (16.75s on
average) ensures a high detection rate (93.23%) as well as a low false positive rate (3.95%).
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